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Summary 
 
 Language is an expressive instrument for culture that connects us to the 

world and the ones around us spiritually and emotionally. Language is a tool that 

allows us to trade information, create friendships and share the past. Language and 

culture are inextricably related. And you can’t learn one without first knowing the 

other. And because of this when we lose our language we also lose a part of our 

culture. Learning simple conversation in a dying language is enough to keep it 

alive and use it to expand and learn more about. In this project, we are teaching 

and refreshing the user on basic Navajo through simple conversation and using 

commands to get the computer to complete a task. A model such as the one we 

have created will help young Navajo children and adults learn their language and 

keep the Navajo language from dying. 

Introduction 

    1.1 Loss of a language  

 Before 1492 there were over 300 Native languages spoken across North 

America and now there’s around 170. Currently 75 native languages are nearing 

extinction with the Navajo language being one of them, despite being the most 

commonly spoken native language. If this continues 75 different tribes will lose 

part of their history, culture, religion, and connection to their past.  
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The Navajo language today has only 170,000 speakers and in 2050, it is 

estimated to have 20 to 0 speakers. Most indigenous languages have even fewer 

speakers like the Towa language with 3,000 speakers, the Ahtna language with 15 

speakers and the Caddo with 2 speakers. 

Using a deep language learning model that can understand parts of the 

Navajo language and perform an action according the word spoken, can help bring 

the language back because it can be used more and as a tool for anyone 

    1.2 The method   

 When we began working on our project we needed to understand how this 

project could help someone learn Navajo. We came upon the idea of making a 

model where you speak Navajo commands to your computer to act as an assistant. 

According to Joanne Lewsley “When your baby is about 12 months to 15 months 

old he'll understand simple requests, such as "stop", "give it to daddy", or "come 

here".” Some of the first words we learn in our language are basic commands. That 

gave us the idea of teaching navajo by teaching the user to say commands. 

    1.3 The Goal 

 With the increasing amount of native americans losing their ability to speak 

their language we hope that we can keep the navajo language alive by teaching it 

through our devices. 
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The Process      

    1.1 Errors 

 Upon building the model we encountered many issues. We thought the error 

was due to the exact features function because we set the wrong parameters but no 

matter how we changed this function we got the same issue. We eventually solved 

this issue later on.

 

 Another issue we encountered was getting the program to recognize 

Tensorflow. In the terminal we would often get errors saying that it couldn't find 

Tensorflow. A lot of the issues we encountered were because we didn’t know how 

to install libraries and such, properly.  

 When we had issues with our code that we didn’t understand, we would use 

google and often relied on stack overflow and the people in that website to provide 

us with solutions. Sometimes we would use Chatgbt to explain why an issue is 

occurring if google couldnt provide a solution to our problem. 

    1.2 Learning 



5 

 Having very little knowledge on deep learning, this project took a lot of 

searches and informative videos to get us to where we are today. Our mentor was 

able to give us some information and resources to help us start out the project but 

unfortunately we lost the ability to contact him so we relied on the internet to be 

our teacher. We relied heavily on google and youtube to teach us how to code. 

 

 

 

Conclusion 

    1.1 The Results 

 In conclusion our model was not as successful as we wanted because it 

understood only one of our Navajo words. We believe that there might be a data 

imbalance or not enough data that's causings the model to be trained insufficiently.  
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    1.2 Future plans 

We intend to continue working on this project and expand our data. We hope 

that this project can be shared with everyone and inspire other people to help keep 

the Navajo language alive. 

We would also want to include more spoken commands and have our 

program speak back to us. We currently have seven commands now but we would 

like to expand on our commands and even include a way to have a simple 

conversation with the computer. 

Lastly, we want to include other indigenous languages that are going extinct 

and help keep their language and culture alive. We hope we can share this project 

online and have other people contribute their data so that we can help save other 

indigenous languages. 

    1.2 Products of our work 

This project was coded in python and we used several python libraries for 

audio processing and machine learning tasks such as Librosa for audio analysis, 

Pandas for data manipulation, Scikit-learn for machine learning and data analysis, 

Tensorflow for its open source machine learning framework, and Keras for API. 
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This is the code used to train the model  

    1.3 Acknowledgments  

Even though this project wasn't very successful we got to learn a lot about 

python, frameworks, and machine learning. Though our model was only able to 

recognize one word  we are very grateful to the people who helped us such as our 
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teacher Ashli Knoell and mentor who we unfortunately lost contact with. Thank 

you judges for giving us feedback and even helpful info when we were stuck. 
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the 
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code that uses that performs commands based on the commands spoken
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